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Abstract ; The objective of this research is to extend the current decision tree learning model , to han-

dle data sets with unequal misclassification costs. The research explores the issue of asymmetric misclassifi-

cation costs through an application to customer-value based segmentation using empirical data collected from

one of the largest credit card issuing banks in China. The data includes attributes from customer satisfaction

survey and credit card transaction history is used to validate the proposed model. The results show that the

proposed cost-sensitive decision tree for customer-value based segmentation is an effective method compared

to the original decision tree leaming model.
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1 Introduction

Customer segmentation refers to the process of classif-
ying customers into subgroups that behave in similar ways
or have similar preferences and needs''!. Whereas , custom-
ervalue based segmentation is a process that groups custom-
ers based on the customer’s current or potential value to
the company®'. A successful customer-value base system
allows firms to effectively implement marketing strategies
targeting at high value customer groups and take full advan-
tage of the loyalty economics to achieve its marketing
goals.

According to CFO Magazine , for most companies , one
third of their customers are not profitable-and two-thirds of
those never will be!*’. Another study in customer-value
based marketing also showed that in many companies , when
ranking customers by profitability , the bottom 20 percent of
customers can deplete a firm's profit by 80 percent, while
the top 20 percent customers can generate 150 percent of a

firm’s profit!*! . In today’s ever increasing competitive bus-
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iness environment , it is imperative for a firm to target mar-
keting efforts at the right group of customers. Although vari-
ous classification techniques, both statistical and machine
learning approaches , have been successfully applied to cus-
tomer-value based segmentation , most of them fail to con-
sider the effect of non-uniform cost per error and skewed
class distribution on the overall performance of the model.
Consequently the resulting model is biased towards the lar-
ger group with lower misclassification cost that is the low
value customers that drain company profits. If implemented ,
the marketing strategies derived from the compromised sys-
tem can perpetuate unprofitable relationships or, even
worse , risking the loss of more profitable customers.

In this research , we propose a cost-sensitive decision
tree learning model for customer-value based segmentation.
The model is based on ID3 , a classic machine learning ap-
proach , due to its simplicity and flexibility. Tt allows us to
customize the splitting and pruning rules using the proposed

cost-sensitive learning algorithm. We empirically test the
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performance of our system using both customer survey data
and transaction history collected from one of the largest
credit card issuing banks in China. The original ID3 leamn-
ing algorithm , based on information gain, is used as the
benchmark for comparison. Results show the cost-sensitive
learning method is able to identify high value customers
more effectively and generate lower total misclassification
cost.

The balance of this paper is organized as follows ; Sec-
tion 2 reviews previous studies related to customer-value
based segmentation and decision tree learning. Section 3
presents the cost-sensitive leaming tree and its application
to customer-value based classification. Section 4 describes
the data set and experimental procedures that applies this
cost-sensitive decision tree to empirical data collected from
one of the largest credit card issuing banks in China.
Benchmark analysis is also performed to validate the effec-
tiveness of our approach. Section 5 presents the managerial
implications of the classification results. The paper con-

cludes with a summary of our findings in Section 6.

2 Literature Review

Extant research in customer-value based segmentation
has suggested different ways to group customers. Litera-
tare®! divides customers into two groups, “ chum perma-
nently” and “ chumn temporarily ” , for calculating customer
lifetime values. Literature®’ groups customers based on cus-
tomer values at different stages of customer lifecycle. Litera-
ture!”! proposes using “ present value” , “ potential value” |

”

and “loyalty” as three dimensions to segment customers.
Customer-value based segmentation problems usually
involve a large amount of customer transaction data. Data
mining techniques are designed for solving problems with
large data sets , therefore are suitable for such tasks. A re-
view of the literature shows various data mining techniques
have been applied to customer-value based segmentation'®’
such as the associate rule!” | decision tree!'®™"?! | Chi-
squared Automatic Interaction Detector ( CHAID ) 13 neural
However, all of

them assume equal misclassification cost and the algorithms

network!™! | and Bayesian Network!'!.
are designed to minimize the total misclassification rate. The
application of these simplified models to problems with sig-
nificantly different misclassification costs will result in a de-
ficient model. The 20 80 theory in market value analysis
suggests often times the top 20 percent of high value cus-
tomers account for 80 percent of the company'’s total prof-
it!"®! | Therefore it is more costly to misclassify a high value
customer as a low value one than the other way around. In

believed that the
top 10% value customers create 90% of total profit.

banking industry, particularly it is

The consequence of misclassify a low value customer

as high value one is simply wastingmarketing resources and

the impact usually is limited , whereas misclassify a high
value customer as low value one may lead to higher top val-
ue customer chumn rate , hence has adverse effect on a firm’
s image. Since the existing learning algorithms were de-
signed to minimize the total misclassification rate ( the sum
of type I and type II errors)'"”’ and makes no distinction
between the differences in the two types of error, the resul-
ting model is unlikely to do well when measured by total
misclassification cost.

Moreover , previous study in commercial market re-
search suggests that data involve product ratings and cus-
tomer satisfaction assessments tend to be markedly skewed.
When the data are highly skewed,in our case the number
of high value customer far less than that of low value ones,
the problem aggravates. As the current learning algorithms
try to balance type I and type Il errors, the resulting model
will bias towards the larger group , the low value customers.
In other words , the learning algorithms tend to produce high
predictive accuracy over the class with relatively large num-
ber of examples , but poor predictive accuracy over the class
with relatively small number of examples'™ . Therefore it
will increase the probability of misclassifying high value
customer in order to reduce the probability of misclassifying
the low value ones. Many examples of imbalanced class
distribution can be found in business applications such as
the percentage of fraud in credit card customers'® and the
percentage of bankrupt companies in bankruptey predie-
tion'?’ .

Decision tree learning is one of the most popular data
mining techniques used in business applications. The objec-
tive of decision tree learning is to create a model that pre-
dicts the value of a target variable based on several input
variables. Each interior node in the output tree corresponds
to one of the input variables ; while each leaf node corre-
sponds to a value of the target variable given the values of
the input variables represented by the path from the root to
the leaf. During the learning process, the tree recursively
partition itself by selecting the next best input variable to
use for splitting the tree. The splitting process will divide
the set of inputs into subsets that have the same value of
the target variable. Different learning algorithms use differ-

ent formulae to measure “ best” ')

. These formulae are ap-
plied to each candidate subset, and the resulting values are
combined to provide a measure of the quality of the split.
The learning process is completed when the subset at a
node all has the same value of the target variable , or when
splitting no longer adds value to the predictions. The con-
struction of decision tree classifier does not require domain
expert knowledge or subjective parameter settings , therefore
is appropriate for exploratory knowledge discovery. The re-
sulting tree diagram is intuitive and easy to assimilate by

[22]

novice - . Moreover , decision tree provides users with a visual
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Table 1 Type I and Type II Errors
K1 XBIARB I ER

Sample Size Predicted Value( H) Predicted Value( L) Total
True Value ( H) TP FN ( Type 11 Error) P
True Value (L) FP ( Type I Error) N N

rendering of the market structure and can function as an ef-
fective decision support tool for prediction and classifica-
tion.

The well-known decision tree learning algorithms based
on information gain (i.e.ID3,C4.5 and C5.0) , assume the
misclassification costs of type I and type II errors are the
same and the underlying group sizes are equal. Previous re-
search found that implicitly ignoring asymmetric conse-
quences in certain problem domains, such as medical diag-

%] To im-

nosis and bankruptcy prediction , could be costly
prove upon the current decision tree learning algorithms , we
propose a cost-sensitive classification algorithm as the split-
ting rule for decision tree models.

An earlier study in cost-sensitive related problems fo-
cused on prediction with non-symmetric costs of error using
statistical tools'**’ . Post hoc threshold adjusting and weigh-
ting are two major approaches to cost-sensitive classifier
learning ™’ . For the post hoc threshold adjusting approach ,
Literature [2] proposes to first learn the decision tree from
the training set , then compute the optimal decision based on
minimizing total expected cost using the probability esti-
mates from the learned tree. Literature [26 ] and [27 ] in-
corporate both misclassification cost and prediction accuracy
in a genetic algorithm fitness function using simulated data
sets. For the weighting approach , Literature [28 ] use mini-
mizing total cost ( both test and misclassification costs ) as a
decision tree’s splitting criterion , but the focus is on mini-
mizing test cost. Misclassification cost is cost incurred by
misclassification error and test cost is cost incurred for ob-
taining attribute values. The method is designed especially
for handling data sets with missing values.

In this research, Weka, an open-source data mining
suite , contains various decision tree learning algorithms , is
used to implement the proposed cost-sensitive learning.
Comparative analysis of classification accuracy and total

misclassification costs with ID3 are also conducted.

3 Research Methodologies
3.1 Problem Description

To simplify the problem, we define customer-value
based segmentation as a binary classification task where
high value customers are positive ( H) examples and low

value customers are negative ( L) . Table 1 shows the type I

and type II errors for our customer-value based segmenta-
tion problem.

True Positive ( TP) is the number of positive samples
predicted as positive and True Negative (TN) is the num-
ber of negative samples predicted as negative. Both are cor-
rect predictions of the samples. False Positive ( FP) , also
known as Type I error or « error, is the number of negative
samples incorrectly predicted as positive. False Negative
(FN), also known as type II error or 8 error, is the num-
ber of positive samples incorrectly predicted as negative.
We also have P = TP + FNand N = FP + TN . Table 2 de-
picts the misclassification costs associated with each type of

prediction .

Table 2 Misclassification Costs
xR2 EBROALNM

Predicted Value( H) Predicted Value(L)

Cost value

True Value( H) 0 Cpy

True Value(L) Cop 0

Cp is the cost of incorrectly classifying negative ( low
value ) samples as positive ( high value ) and Cj,, is the cost
of incorrectly classifying positive ( high value ) samples as
negative ( low value ). In our case, Cp, should be a lot
higher than Cj, .

3.2 Performance Evaluation

A popular statistical method for evaluating model pre-
diction outcome is the F-measure ,also known as F-score'™’.
F-measure calculates the weighted average of precision and
recall. Precision is the measure of exactness and is calculat-
ed as the number of true positive divided by the total num-
ber of positive predicted (TP + FP) ( see equation (1) ).
Recall , also refer to as True Positive Rate (TPR) is the
measure of completeness and is calculated as the number of
true positive divided by the total number of positive samples
(P) ( see equation (2)).

. TP
Precision = 7P + TP (1)
Recall(TPR) = %D (2)
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2Recall + Precision (3)
Recall + Precision

F-measure =

FP

False Positive Rate ( FPR) = N (4
TP + TN
Aecuracy = P+ N (5)

F-measure as shown in equation (3) , reaches its best value
at 1 when FN = FP = 0, and worst at 0 when TP = 0.
False Positive Rate ( FPR) measures the percentage of low
value customers that are misclassified as high value ones
( see equation (4)). Accuracy ( see equation (5)) caleu-
lates the total misclassification rate and is commonly used
to measure the performance of a binary classifier.
3.3 Cost-Sensitive Learning Tree for Customer-value

Based Classification

Existing decision tree algorithms , such as ID3 | C4. 5,
and CART, use information gain as their attribute selection
measure and the goal is to maximize accuracy as shown in
equation (5). In this research , we propose a cost-sensitive
learning algorithm that selects the splitting attribute by min-
imizing the misclassification cost, C , measured using the

cost function suggested by Literature [30]:

C =Cpp-FP+Cpy- FN (6)
o B
AVG(C) = 5 (7)

AVG(C) calculates the per sample average cost and is used
to evaluate model performance. Since the attributes collected
for our study are mostly categorical , we design the cost-
sensitive algorithm for handling categorical data as follows.
In a binary classification with § samples each contains at-
tributes 4;(j = 1,---,n). For each categorical attribute 4,,
it has m distinct values A,;(i = 1,---,m). The misclassifi-

cation cost of a node splitting at 4, is calculated as :
C, = Y P(i) - C(i) (8)
=

Where P(i) is the proportion of each branch i and C(i) is
the cost of branch i. For a non-leaf node i, the cost is the
sum of all its branches. For a leaf node i, the cost of C(i)

is calculated as :

¢@) = P(node,-) G +P(node‘-) Cr 9)
L
node;
at node; and S, is the total number of samples at node,.

N N
P( uode,-) - S_

node,. Cpis the cost when label a leaf node , node,, as posi-

P
)_S-

where P( is the proportion of positive samples

is the proportion of negative samples at

tive ( high value customers ) and C is the cost when lable a
leaf node , node;, as negative ( low value customers ). The

decision tree tries to minimizing the total cost by labeling

the leaf nodes according to min {C,,Cy|. In other words,
if C, = C,, label the leaf node as negative , otherwise posi-

tive.
Cp = Cpp - FP (10)
Cy = Cpy * FN (11)

The original ID3 decision tree algorithm uses accuracy
as the criterion to prune trees. We extend ID3 algorithm
and implement the tree pruning feature based on our cost
functions. The postpruning feature similar to the one in
CART has also been employed using the above cost func-
tions.

3.4 Measuring Customer Value

Previous research suggests that historical customer
transaction data can be used as good estimates for customer
values. Using the data we collect from the bank , we calcu-

late each customer value as follows ™" :

M=M -M, (12)

Where M is the value of a customer, M, is the revenue firm
eamned from the customer, and M, is the expense generated
by providing products or services to that customer. To sim-
plify the problem, we assume that the revenue and cost
generated by each customer are the same within the catego-
ry ( high/low values ) . We calculate the customer value for

each category as follows .

M, -M, i=j=1
Ny - M, i=1,4=0
M, = T 0 (13)
M, - M, i=j=0
N, - M, § =g 1

Where M, is the customer value when predicting customer of
class i as class j ( True value (i); Predicted value (j)).
M, is the positive revenue from a customer of class { when
predicted correctly , while NV, is the negative revenue from a

customer of class i when predicted incorrectly. M, is the

i
cost generated when providing products or services to class i
customer. Table 3 shows the value matrix we use to calcu-

late Cpp and Cpy .

Table 3 Value Matrix
®3 MEEE

Predicted Value(1) Predicted Value(0)

True Value(1) M, - M, Ny, - M,

True Value(0) Ny, - M, M, - M,

Where class 1 represents high value customers and
class 0 represents low value customers. We also assume that

by providing more products and services to low value cus-
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tomers will not result in increased revenue , whereas by pro-
viding less products and services to high value customers
will result in loss of revenue or customer churmn. The mis-
classification costs , C,, and C,,, are the opportunity costs,
or the difference between the revenue the firm could have

eamed and the revenue eamed given the wrong prediction.
Cp= My~ M= (My-M,) - (N, M)

i=0,1 j=0,1 and i##j (14)

Based on equation (14) , we can represent the misclas-

sification cost in Table 2 using the cost matrix as shown in

Table 4.

Table 4 Cost Matrix for the Proposed
Cost-sensitive Learning Method
R4 KNMBBEIHENKNIER

Predicted Value(1) Predicted Value(0)

(M, -M,) -

True Value( 1 0
o Value(1) (N, - M)

(M, -M,,) -
True Value(0) i i 0
(No, — My,)

The revenue and cost information for the cost matrix is
derived from the bank’s financial data , marketing budget ,
and customer transaction history and is used to implement

the proposed cost-sensitive learning algorithm.

4 Empirical Studies and Performance Evaluation
4.1 Data

With the explosive growth of the credit card business,
the competition among the credit card issuing banks to gain
market shares in China has become more and more in-

[32]
tense

. Therefore how to best target and retain credit card
customers becomes a critical issue for both domestic and
foreign credit card issuing banks operate in China.

Survey questionnaires regarding consumer loyalty and
credit card transaction history are collected from one of the
largest credit card issuing banks in China. The subjects
contain customers reside in twelve largest cities in China.
Surveys with a five-point Likert scale ranging from strongly
agree (5) to strongly disagree (1) are used. These Ques-
tionnaires are sent to credit card holders of the bank
through the bank’s email system between May and October
2007. A total of 8 381 valid responses from 12 different cit-
ies are collected. In addition , more than 300 000 transaction
records between January 2006 and May 2007 are recorded
for calculating the customer values. We start with a total of
13 attributes as shown in Table 5.

We implement the input preprocessing function pro-

131 an attribute-oriented induction tech-

posed by Literature
nique , to reduce the relative attribute set down to five at-
tributes and they are; Age, Marital status, Income , Share
wallet , and Loyalty. The descriptive statistics of the attrib-

utes are presented in Table 6.

Table 5 Thirteen Attributes Collected

RS PERHEES
Source Attributes
Gender, Age, Marital status, Educa-
Account

o tion, Income, Occupation, Years
Application Form

worked , Ownership of property, City

Transaction Frequency of transaction, Amount of
Records transaction
Survey

: . Wallet share, Customer loyalty
Questionnaire

Table 6 Attributes Descriptive Statistics

®"o WRMESR
Sampl
Attribute Category amp ‘e
Proportion
<25 1 57.9%
Age
>25 2 42.1%
0 ~30 000 1 31.4%
30 001 ~50 000 2 30.0%
50 001 ~80 000 3 19.4%
Income
80 001 ~ 120 000 4 10. 7%
120 001 ~200 000 5 4. 7%
> 200 001 6 3.8%
Marital no 1 70. 6%
status yes 2 29.4%
low 1 T4.4%
Loyalty
high 2 25.6%
Wallet low 1 48.8%
— high 2 51.2%
Customer low 0 90. 46%
value class high . 9.54%

In customer loyalty study , customer wallet share refers
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to the proportion of consumption volume a customer spend
in a firm divided by the total consumption with all firms in
the same category*’ .
4.2 Calculating Customer Value and Misclassification

Costs

One year of customer transaction data collected be-
tween 2006 and 2007 are used to calculate the revenues the
bank earned from customers of the two classes ( high value
and low value ) , M, and M, . Bank’s financial data from
the same period is used to calculate the marketing costs of
the two classes , M,, and M,,. We assume that the incorrect
prediction of high value customer ( false negative ) will re-
sult in customer churn, therefore N,, = M, , whereas false
negative will not gain more revenue from low value customer
due to their limited purchasing power , therefore N, = 0. We

apply equation ( 14) and derived C,, and Cp, in Table 7.

Table 7 Cost Matrix Calculated from Bank Data
x®7 BEFRITHEIHENKIMER

Predicted Value(1) Predicted Value(0)

True Value(1) 0 107 008

True Value(0) 43 495 0

4.3 Cost-Sensitive Learning Algorithm

We use Weka 3.6.0, an open source data mining soft-

ware program , to employ the proposed Cost-Sensitive Learn-
ing ( CSL) algorithm. The data set is divided into training
and test sets at 2.1 ratio. We use a 10-fold cross-valida-
tion to frain and test the models. The data are randomly
partitioned into ten mutually exclusive subsets, each of ap-
proximately equal size. Both the training and testing proces-
ses are performed ten times and the final classification rules
are presented in Table 8. To be conservative, the results
reported are the worst results from the ten runs. Table 9
shows the classification results from CSL decision tree. The
374
= ) , the type II error is 42. 00%

type 1 error is 4.93% (

T
336 ;
(—), and the overall accuracy rate is 91. 53%
800
464 +7 207 B
(———— ). Figure 1 shows the final decision tree de-
800 +7 581

rived from the proposed CSL.

In the next subsection , we compare the performance of
CLS with the original ID3 algorithm.
4.4 Comparative Analyses

We compare CSL with ID3 to evaluate the performance
of the models on data with unequal misclassification costs
and the results are shown in Table 10. We expect the Ac-
curacy of ID3 to be higher than CSL because ID3 algorithm
is designed to minimize the total misclassification rate , or to
maximize Accuracy , whereas CSL is designed to minimize

the total misclassification cost . However , results show that

Age
1
=1 ==z §
Income
=1 =2 <3 =5 =4
Low value | | Income | Low value | High value | | Marital |
=3 =4 =5 =2 =1
Low value Wallet share High value Loyalty High value
=1 =2 =1 =2
Loyalty High value | Wallet share | | High value |
=1 =2 =1 =2
Low value | I High value | | Low value l | High value |

Figure 1 Decision Tree Generated from the Proposed Cost-sensitive Learning
1 (G SRS 375 7% & A B0 IR SR
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Table 8 Classification Rules Derived from CSL
®/S AFEEMW

Rules

Class

Age <25 and Marital Status = No

Age <25 and Marital Status = Yes and Income <80 000
Low

g Age <25 and Marital = yes and 80 001 < Income < 120 000 and Wallet Share = Low and Loyalty = low
value

Age >25 and Income <80 000

Age >25 and Marital Status = yes and 80 001 < Income < 120 000 and Wallet Share = low and Loyalty = Low

Age <25 and Marital Status = Yes and Income > 120 001
Age <25 and Marital Status = Yes and 80 001 <Income <120 000 and Wallet Share = High

Age <25 and Marital Status = Yes and 80 001 < Income < 120 000 and Wallet Share = low and Loyalty = High
High

Age >25 and Income >120 001
value

Age >25 and Marital Status = No and 80 001 < Income < 120 000
Age >25 and Marital Status = Yes and 80 001 < Income <120 000 and Loyalty = High

Age >25 and Marital Status = Yes and 80 001 < Income <120 000 and Loyalty = low and Wallet Share = High

Table 9 Prediction Outcome of CSL
k9 MASER

Predicted Value( H)

Predicted Value(L ) Total

Sample Size

True Value( H) 464 336 800

True Value(L) 374 7207 7 581

Table 10 Performance Comparision of the Two Approaches

R0 MMSEWEEN L

Precision F-Measure FP Rate Aecuracy Average Cost

CSL 0.55 0.57 0.05 0.92 6 213.65

ID3 0.35 0.67 0.46 0.02 0.92 7 306. 83

the Accuracy of ID3 (0.92) is the same as that of CSL
(0.92) , but the misclassification cost of CSL (6 213.65) is
substantially lower than that of ID3 (7 306. 83). Recall
measures the true positive rate and in our case is the per-
centage of high value customers predicted correctly as high
value. Therefore to increase Recall is more important than
to reduce FPR and there are tradeoffs between the two. The
results show CSL's Recall rate (0.58) is higher than ID3’s
(0.35) by 65.71% . F-Measure of CSL is also higher than

0.57 -0.46
0.46
calculated using equation (7 ) shows ID3's average cost per
customer is  higher CSL by 17. 359%
7 306.83 -6 213.65
6 213.65

the proposed cost-sensitive learning algorithm is a more ef-

). The average cost

that of ID3 by 23. 91% (

than

. In summary , the results show that

fective method in handling data with unequal misclassifica-
tion costs than the original ID3 algorithm.
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5 Managerial Implications

The rules extracted by CSL can be used to guide man-
agers when devising marketing strategies. The rules shown
in Table 8 suggest: (1) Most single customers 25 years old
or younger are low value customers because their income is
limited. (2)Customers with medium income ( annual income
between 80 000 and 120 000 ) can become high value cus-
tomers if bank can devise marketing programs to enhance
their loyalty or wallet share. (3)Almost all customers with
high income ( annual income over 120 000) are high value
customers. (@ The customers who are low in both wallet
share and loyalty have more low value than other custom-
ers, and the customers who are high in either wallet share
or loyalty tend to be high value ; therefore bank should focus
on retaining this group of customers and design marketing
programs to promote business to them. Moreover, from the
collected data, we have made several interesting observa-
tions pertinent to Chinese credit card market ; (T)Most cred-
it card holders 25 years of age or younger are either still in
school or just started working, therefore their purchasing
power is relatively weak. Banks should focus more on build-
ing long term relationship with these customers and less on
promote spending. (2) Becoming married is considered as
one of the most important milestones in life for Chinese.
Most people change their purchasing behavior after getting
married. The most significant one is the purchase of a resi-
dential property. (3)Demographic attributes such as income
and marital status are the most important attributes to be
considered when perform market segmentation. @) Low wal-
let share may mean potential promotion value so that firms
may improve the customer's value by higher his or her wal-
let share or loyalty.

One of our contributions for database marketing is in-
tegrating the survey data with internal data. Tt is really im-
portant for firms to get this information, such as wallet
share. For example , A and B are two customers who have
the same transaction time and transaction amount in a com-
pany. If we evaluate their loyalty only by repeated purcha-
sing , they are just the same. But in fact,all of A's spend-
ing power is used in his transaction with the company,
while B only use a small part of his spending power in the
company. In the light of “specificity” and “ exclusiveness”
of customer loyalty , it is obvious that A is more loyal than
B, and that is the one-side effect of repeated purchasing
behavior measurement. Secondly , from the strategy-making
requirements of cross-sell and up-sell , it will mislead en-
terprises to assess the potential promotion value of custom-
ers. Customers who have a higher number of transactions
and larger trading volume may transact little with other sim-
ilar business , and these have little potential promotion. On
the contrary , customers who have a fewer number of trans-

actions and small trading volume may transact lot with other

competitive firms , and these customers have great potential
promoting value. And Attitude loyalty explains the real rea-
son why customers repeatedly buy and how the customer
loyalty forms. The extracted rules can be used at the appli-
cation stage to decide what status or program to assign to
the applicant. The segmentation result can help the manag-
er to determine the amount of credit line to be assigned to
a new customer, target a mail solicitation such as credit
card promotions , and design loyalty program to improve the
customer wallet share and persist longer customer relation-
ship.

6 Conclusions and Future Research Directions

The rapid growth of credit card business in China re-
presents both an opportunity and a threat to the banking in-
dustry in China. How to correctly identify and target valua-
ble credit card customers becomes a challenging task. Previ-
ous research in market segmentation classifies customers
based on assumption that all the misclassification costs are
equal without considering different customer value.

In this research , we propose a cost-sensitive decision
tree learning approach and apply it to credit card customer
data from a major credit card issuing bank in China. Re-
sults show that the proposed cost-sensitive leaming tree
method outperforms the original ID3 learning algorithm
when the data set contains unequal misclassification costs.
Therefore the proposed model can serve as an effective
technique for building a decision support system that han-
dles problems with asymmetric misclassification costs , which
is commonly seen in real-world applications.

The current model is designed to handle binary classi-
fication problems with categorical data. The model can be
extended to handle problems with more than two classes.
Future research will focus on extending the model to handle

problems with numerical data.
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